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Deployable devices have the potential to reduce or eliminate physical constraints placed
on vehicle design while enhancing the aerodynamics characteristics of the system. This
investigation looks at augmenting an existing boost-glide system with a deployable device
to increase the system’s range or accuracy by varying design parameters. Two different
configurations are considered, one which has a single-delta shape and one with a double-
delta. A rapid robust design methodology that views the multidisciplinary design problem
as a dynamical system is implemented to robustly design the deployable. This method-
ology allows concepts from dynamical system theory to be used in order to broaden the
computational tools available to the MDO problem. In addition to the physical parameters
of the deployable device, the impact of the guidance algorithm is also considered. The
product of this investigation is a family of designs which compare favorably to those ob-
tained through traditional Monte Carlo methods and are achievable in less than 5% of the
computational time. The obtained deployable designs have the capability to enhance the
baseline boost-glide system’s 1σ range by 50% and improve the 1σ accuracy by an order of
magnitude. It is seen that the single-delta configuration provides similar accuracy as the
double-delta; however, the double-delta configuration is capable of providing ranges that
are twice that of the single-delta.

Nomenclature

(̄·) Mean value of (·)
β Ballistic coefficient
β Deterministic input contribution in the fixed-point iteration equation, β ∈ Rm×d
δ Bias in the fixed-point iteration equation, δ ∈ Rm
γ Probabilistic input contribution in the fixed-point iteration equation, γ ∈ Rm×p
Λ State contribution in the fixed-point iteration equation, Λ ∈ Rm×m
Σ Covariance matrix
ε Convergence tolerance
1q A 1× q vector of ones
Aj Matrix describing the state contribution of the jth contributing analysis, Aj ∈ Rlj×m
Bj Matrix describing the deterministic input contribution of the jth contributing analysis,

Bj ∈ Rlj×d
Cj Matrix describing the probabilistic input contribution of the jth contributing analysis,

Cj ∈ Rlj×p
dj Bias associated with the jth contributing analysis, dj ∈ Rlj
LBA Transformation matrix from frame B to frame A
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N Matrix multiplying the pertinent contributing analyses outputs to the design’s response
in the Taylor series expansion of the response function, N ∈ R1×q

r Radius vector
ud Deterministic system-level inputs into the design, ud ∈ Rd
up Probabilistic system-level inputs into the design, ud ∈ Rd
yj Contributing analysis output, yj ∈ Rlj
I Inertial frame
µg Gravitational parameter
ν Poisson’s ratio
φ Longitude
ψ Heading angle
ρ Atmospheric density
σ Bank angle
σt Material tensile strength
θ Latitude
(̃·) Nominal value of (·)
A Area
a Ellipsoid semi-major axis
b Ellipsoid semi-minor axis
CD Drag coefficient
CL Lift coefficient
E Young’s modulus
g Magnitude of the acceleration due to gravity
H Atmospheric scale height
h Altitude
ks Sutton-Graves constant
kCD

Drag coefficient multiplier
kCL

Lift coefficient multiplier
L/D Lift-to-drag ratio
l/d Deployable length to vehicle diameter ratio
m Mass
p Deployable internal pressure
Q Integrated heat load
rn Stagnation radius
v Velocity magnitude
z Ellipsoid altitude

Subscripts

0 Initial value
nom Nominal value
T Target value
baseline Reference to the baseline strategic system

I. Background

As the demands on the performance of entry, descent, and landing (EDL) systems increase, additional
technologies will be needed in order to enable the desired mission sets. Deployable devices are one such
technology, which reduce or eliminate the maximum diameter constraint placed on the entry vehicle shape
by the launch or boost vehicle, allowing the system to have more favorable aerodynamics. Relaxation or
elimination of this constraint gives the potential to enable a broad spectrum of next-generation missions for
both NASA and national defense applications. Some examples of previously investigated deployable systems
are discussed in Refs. 1–15.

Boost-glide systems are typically mid- to high-L/D systems that use a boost phase to achieve a desired
state and then manage their energy to glide to their desired target. Deployables are usually thought to be
drag enhancing devices to reduce the ballistic coefficient of a system. However, for boost-glide vehicles, the
inclusion of a deployable device may also improve controllability, enhance constraint margins, and lead to
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new concepts of operations. In addition to new boost-glide systems, deployables could be added to existing
strategic systems leading to an evolved boost-glide mission set through increased range and accuracy.

This work robustly designs deployable systems for a representative existing strategic system in order
to examine this evolved boost-glide mission set. A novel rapid robust design methodology is employed in
the design process which exploits the synergy between multidisciplinary design and dynamical systems to
rapidly explore the design space in light of uncertainties. The results are then compared to a traditional
robust design technique.

II. Performance Impact of a Deployable System

In general, the performance of a vehicle is strongly characterized by two parameters, the ballistic coeffi-
cient, β, defined as

β =
m

CDA
(1)

and the lift-to-drag ratio, L/D.16 Figure 1 show the 1σ miss distance to a target on the ground and achievable
range for an arbitrary system as a function of these two parameters.
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Figure 1. Variation of (a) miss distance and (b) with ballistic coefficient and lift-to-drag ratio.

The results seen in Fig. 1 are the product of solving the optimal control problem where the control is
the orientation and magnitude of the net aerodynamic force (or acceleration) vector. It was assumed that
the aerodynamic force vector could be oriented freely and non-continuously within a reachable cone having
a half-angle defined by the maximum L/D. The objective function to be maximized for this optimization
problem is that either the accuracy (in the case of Fig. 1(a)) or range (in the case of Fig. 1(b)) is maximized.

In Fig. 1, it is seen that the miss distance is relatively insensitive to ballistic coefficient; however, there
is a strong, nonlinear dependence on L/D for values less than 0.3 with results being approximately linear
beyond this point. A strong, near-linear dependence on L/D is seen for the range of the system. However,
like with the accuracy, there is little sensitivity to the ballistic coefficient.

There is a large design space of deployable decelerator concepts, therefore, this application will limit the
design to a single decelerator concept—that of deployable chines, which as shown in Fig. 2 have the potential
to increase the L/D performance of the system. In this figure, the improvement over a representative
baseline’s L/D is plotted against a non-dimensional size, l/d—the ratio of the distance from the centerline
of the vehicle of the trailing edge of the deployable to the baseline vehicle’s diameter. Figure 1 implies that
from a performance perspective, the vehicle should have as much L/D as possible while Fig. 2 indicates that
in order to maximize the L/D of the system, the deployable should be as large as possible. Indeed, from
the performance side this is true; however, the larger the deployable the more massive it is, which negatively
impacts the performance of the system. Therefore a multiobjective design problem is formulated where the
mass of the decelerator is traded with the performance of the system (either accuracy or range).
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Figure 2. Increase in the maximum lift-to-drag ratio of the entry system for a single-delta deployable as a function of
deployable size.

III. A Rapid Robust Multidisciplinary Design Methodology

In Refs. 17 and 18, a methodology that rapidly obtains the mean and a bound on the variance of a
multidisciplinary design was developed. This new methodology is possible by viewing the multidisciplinary
design problem as a dynamical system. In fact, two dynamical systems are formed, both of which are
root-finding problems. The first dynamical system addresses the identification of feasible designs through
the enforcement of compatibility constraints. For this system, the state is the contributing analyses (CAs)
output. The second dynamical system formed is that of finding an optimum of the design, where the state
is the objective function of the optimization.

Viewing the multidisciplinary design problem as a dynamical system, enables techniques to be brought
from one field into another. In particular, stability, control, and estimation techniques from dynamical
system theory are applied in order to rapidly obtain a robust optimal design.17 In addition, two additional
techniques from non-traditional design fields are also used in this methodology, the unscented transform
and the matrix 2-norm. The unscented transform, exploits the eigenstructure to obtain third-order accurate
statistical information about nonlinear systems.19 The matrix 2-norm provides a conservative bound for
the output covariance variance, as it finds the principal eigenvalue (i.e., the “variance” along the principal
direction of the covariance matrix). This quantity gives a bound on the variance and can be used as a direct
surrogate for the variance for fixed distributions as the observed error remains identical.

III.A. Procedure

The robust design procedure implemented in this work is outlined below following that outlined in Ref. 17
and its notation.

Step 1: Decompose the Design
A general multidisciplinary design can be decomposed into multiple CAs. Each of these CAs represents
an analysis that contributes to the entire design. In the theoretical development underlying Ref. 17, it is
assumed that each of the n CAs are linear and algebraic, where the output of each of the CAs is of the form

yj = Ajy + Bjud + Cjup + dj (2)

where yj ∈ Rlj , y ∈ Rm is the concatenated output from all of the CAs, ud ∈ Rd are the deterministic
system-level inputs into the design, up ∈ Rp are the probabilistic system-level inputs into the design, and
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dj ∈ Rlj is the bias associated with the model. This implies Aj ∈ Rlj×m, Bj ∈ Rlj×d, Cj ∈ Rlj×p, and that
n∑
j=1

lj = m.

For general designs where the CAs may not be linear, the required functional form can be achieved

through linearization where Aj =
∂g

∂y

∣∣∣
ỹ
, Bj =

∂g

∂ud

∣∣∣
ũd

, Cj =
∂g

∂up

∣∣∣
ũp

, and

dj = − (Ajỹ + Bjũd + Cjũp)

when the input-output relationship for the CA is given by yj = g (y,ud,up) and (̃·) is the value of (·) about
which the function is linearized.

Step 2: Identify the Random Variables and their Distributions
In order to propagate these uncertainties through the design to estimate the robustness, the probabilistic
variables must be identified. The random variables associated with the uncertainty within the design are
handled in two different ways depending on where the random variable is functionally located. Functionally,
the uncertainty resulting from inputs into the design refers to uncertainties associated with up, whereas
uncertainty associated with the physical modeling pertain to Aj, Bj, Cj, or dj. In the first instance, the
mean is propagated in the ŷk|k term of the filter equations and the covariance is propagated in the Σk|k term
of the filter equations. In the second case, the mean is again accounted for in the ŷk|k term of the equations;
however, the covariance is accounted for in the Qk term of the filter.

Step 3: Form the Iterative Equations
In order to implement the discrete Kalman filter, a causal, discrete dynamical system must be formed. The
process of converging the multidisciplinary design through root. Assuming fixed-point iteration is used to
converge the design, the dynamical system is given by

yk = Λyk−1 + βud + γup + δ (3)

where it is assumed that Λ =


A1

...

An

 ∈ Rm×m, β =


B1

...

Bn

 ∈ Rm×d, γ =


C1

...

Cn

 ∈ Rm×p, and

δ =


d1

...

dn

 ∈ Rm.

Step 4: Ensure a Solution Exists
Since the iterative system defined by Eq. (3) is a discrete, linear, dynamical system, the existence of a
solution to the multidisciplinary design problem is given solely by the stability of the system. In particular,
if the system is asymptotically stable, a converged design exists for some initial guess of the CA outputs and
if it is globally asymptotically stable, a design exists for all initial guesses of the CA outputs.

Since this problem is inherently nonlinear, a Lyapunov function technique can be used to investigate the
stability (and convergence) of the design. In this case, for asymptotic stability, a positive-definite function is
sought whose difference between iterates in some region around the origin is negative definite. The search for
a Lyapunov function can be accomplished using several methods, including some numerical based techniques
(see Refs. 18, 20, and 21).

Step 5: Estimate the Mean Output and the Covariance
The mean output of the multidisciplinary system and the associated covariance matrix are found by propa-
gating the Kalman filter equations until convergence. In order to accomplish this, the iterative system formed
in Eq. (3) needs to be transformed to the form needed in Kalman filter. This is a relatively straightforward
process when the following substitutions are made

Fk−1 = Λ, ∀k ∈ {1, 2, ..., n} (4)
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Bk−1 =
(
β γ Im×m

)
, ∀k ∈ {1, 2, ..., n} (5)

uk−1 =

ud

up

δ

 , ∀k ∈ {1, 2, ..., n} (6)

The mean state, that is the output of the analyses, (ŷ0|0) and the covariance matrix associated with the
state (Σ0|0) are initialized by the relations

ŷ0|0 = y0 (7)

Σ0|0 = Σ0 (8)

where y0 and Σ0 are found by assuming a starting value for the coupled CA and an input covariance matrix
associated with the parameters of the problem. These values are then propagated through each CA of a
serial (i.e., uncoupled) design structure matrix using the unscented transform technique. The concatenated
output of each of the CAs is then used to form y0 and the covariance matrix Σ0, which will initially be a
block diagonal matrix. The last parameter which need to be identified in order to estimate the mean output
and the covariance of the system is the covariance matrix associated with the model, Q. This is a block
diagonal matrix composed of the variances and covariances associated with Aj, Bj, Cj, and dj.

The iterates are then found by by propagating the filter equations with Hk−1 = Im×m ∀k ∈ {1, 2, ..., n}
and Rk−1 = 0 ∀k ∈ {1, 2, ..., n} until the design convergence criterion is met. The exact convergence
criterion can be of several forms, the two criterion used within this work are an absolute tolerance of the
state and a relative tolerance of the state. These are demonstrated in the following relations

‖ ŷk|k − ŷk−1|k−1 ‖2≤ ε1 (9)

‖ ŷk|k − ŷk−1|k−1 ‖2
‖ ŷk−1|k−1 ‖2

≤ ε2 (10)

Step 6: Identify the Mean and Variance Bound of the Objective Function
Assuming that the design objective (e.g., the 1σ accuracy or 1σ range) is the result of a first-order expansion
of an objective function that is of the form

r = g(y∗) (11)

The linearized objective function, Eq. (11), about y∗nom is then given by

r̃ =
∂g

∂y∗
y∗ − ∂g

∂y∗
y∗nom = Ny∗ + b (12)

which leads to the results
r̄ ≈ Nŷ∗n|n + b (13)

σ2
r ≈‖ Σy∗n|n ‖2 N1Tq (14)

where it is assumed that N ∈ R1×q.

Step 7: Optimize for Uncertainty and Ensure Constraints are Met
Formulating the output of Step 6 in terms of the mean and variance allows for an optimal control problem
to be setup where the objective function is defined by

J = N
(
αŷ∗n|n + β ‖ Σy∗

n|n
‖2 1Tq

)
(15)

and α and β are weights on the relative components that can be varied to find different compromised optimal
designs. The problem is then to seek out the control, u, that minimizes J . In this case the control is constant
(since they are parameters of the problem) and given by ud. The requirements outside of the compatibility
constraints are then handled by adjoining the set of convex constraints to the objective function and identi-
fying an optimum that satisfies the necessary conditions outlined previously.
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Step 8: Evaluate the Quality of the Robustness Estimate
The quality of the robustness estimate can be evaluated by using the unscented transform to get a higher-
order estimate of the mean and the covariance of the output. The procedure to obtain this estimate is as
follows:

1. Identify the uncertain parameters for the problem and form the initial covariance matrix for these
parameters

2. Identify the m (or m + 1 if an alternate form of the unscented transform is used) sigma points based
on the eigenstructure of the initial covariance matrix

3. Propagate each of these sigma points through the design until convergence

4. Record the objective function for each sigma point propagation

5. Compute the scalar mean and variance from the composite results for each of the objective function
values

IV. Baseline Strategic System Characteristics

The rapid robust design methodology is used to design a deployable system that could be added to a
representative baseline strategic system to potentially improve its performance. The baseline system is shown
in Fig. 3 along with selected characteristics describing its aerodynamics. It is assumed that the mass of the
system, mbaseline, is 5,000 kg.

Parameter Value

(L/D)max 1.02

α|(L/D)max
22.5◦

CL|(L/D)max
0.864

CD|(L/D)max
0.849

Figure 3. Baseline strategic vehicle characteristics.

V. Modeling

This design can be decomposed into seven CAs as shown in Fig. 4. In the discussion that follows, the
models for each of these CAs will be discussed.

V.A. Planetary Model

This analysis assumes an inverse square law gravity field as shown in Eq. (16)

ag = −µg
r3

r (16)

where µg is the gravitational parameter. The magnitude of the gravitational acceleration is

g =‖ ag ‖=
µg
r2

(17)

In addition, an exponential atmospheric density profile given by

ρ(h) = ρ0 exp

(
− h

H

)
(18)

was used.
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Figure 4. Design structure matrix for the design of a deployable for a strategic system.

V.B. System Aerodynamics

For this investigation, a hypersonic aerodynamics analysis of the baseline strategic system along with the
deployable was performed using a Newtonian impact model. These results were generated with a first-
order industry standard tool, the configuration based aerodynamics (CBAero) tool.22 The conditions at the
maximum lift-to-drag ratio, (L/D)max, were then regressed as a function of the size of the deployable (e.g.,
CL(l/d), CD(l/d), etc.) for use in the design of the deployable system. The deployable is assumed to be a
single-delta shape as shown in Fig. 5.

2l 

2d z 

Figure 5. Geometry of the deployable device.

V.C. Guidance, Navigation, and Control

Two different guidance schemes are considered in this work: bank-to-steer guidance and acceleration control.
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V.C.1. Bank-to-Steer Guidance

Bank-to-steer guidance has been used on missions such as Apollo and the Mars Science Laboratory.23,24

This control technique rotates the lift vector around the velocity vector. In the downrange direction, control
is provided by varying the amount of vertical lift, which is proportional to the cosine of the bank angle, (i.e.,
(L/D)vert ∼ cos(σ)). Crossrange control is controlled by bank reversals since both σ and −σ provide the
same (L/D)vert.

V.C.2. Acceleration Control

Acceleration control is a bounding technique which controls the direction of the aerodynamic acceleration
vector assuming that the maximum acceleration obtainable is equal to that of the maximum acceleration
due to drag. The direction of the acceleration vector is allowed to freely vary within a cone with half-angle
θc defined by the lift-to-drag ratio of the system

θc = tan−1
(
L

D

)
= tan−1

(
CL
CD

)
(19)

Mathematically the commanded acceleration is given by

ac =
Dmax

m
û =

ρv2CD|α=0◦A

2m

u

‖ u ‖
(20)

with the constraint that

cos−1
(

ûTv

v

)
≤ θc (21)

V.C.3. Implementation

During the propagation of the trajectory, the propagation obtains an optimal control trajectory for the
remainder of the trajectory at frequency of 0.5 Hz. This optimal control is predicted using GPOPS, a
pseudospectral optimal control software.25–29 In the case where the range is to be maximized, the objective
function used in GPOPS is given by

J = −sf = −s(tf ) (22)

Similarly, when the accuracy is to be maximized, the objective function is given as

J = d2miss = (r(tf )− rT)
T

(r(tf )− rT) (23)

which is equivalent to minimizing the miss distance.

V.D. Trajectory Analysis

The equations of motion for the system that are utilized are expressed in terms of their Cartesian coordinates
as to eliminate singularities that can arise with the use of angles. The system dynamics are described by the
relation 

I
drI

dt
I
dvI

dt


6×1

=

 vI

1

m

∑
fI


6×1

(24)

In Eq. (24), the vectors are all expressed in the inertial frame (I) and the derivatives are taken with respect
to the inertial frame. Therefore, all of the forces acting on the entry system need to be expressed in the
inertial frame. For instance, the force due to drag is most easily expressed in the body-frame and thus needs
transformation into the inertial frame. This is done using a transformation matrix approach seen in Eq. (25)
where LBA is the transformation matrix from Frame A to Frame B, ξA is an arbitrary vector expressed in
Frame A, and ξB is the same arbitrary vector expressed in Frame B.

ξB = LBAξA (25)
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The transformation matrix, LBA, is given by

LBA =

 iB · iA iB · jA iB · kA

jB · iA jB · jA jB · kA

kB · iA kB · jA kB · kA

 (26)

where it is assumed that the vectors in Frame A have the form ξA = ξxi
A + ξyj

A + ξzk
A and the vectors in

Frame B have the form ξB = ξxi
B + ξyj

B + ξzk
B.

There are three primary forces acting on the body—weight, W, lift, L, and drag, D. The lift vector is
dashed because it is is the projection into the velocity of force. There is an additional component associated
with this force that could be out-of-plane. The weight vector, W, is expressed as

W = mg (27)

The lift vector’s magnitude is give as

L =
1

2
ρ ‖ vrel ‖2 CLS (28)

The lift vector is perpendicular to the relative velocity vector is composed of a composition of two rotations—
one rotation about the velocity vector by angle σ, followed by a 90◦ rotation about the vehicle’s angular
momentum vector. Finally the drag vector, D, is given by

D = −1

2
ρ ‖ vrel ‖2 CDS

vrel

‖ vrel ‖
(29)

In addition to the Cartesian equations of motion in Eq. (24), an additional equation for the range of the
system is also propagated. This equation for the range is given by

ṡ = v cos(γ) (30)

These equations were propagated from the initial state using a fixed-step RK-4 propagator until the
vehicle reached the surface (i.e., h = 0). The output of this CA passed to other CAs is the trajectory as a
function of time.

V.E. Thermal Response

A Sutton-Graves approximation for the stagnation point heating on the system is used.

q̇s = ks

√
ρ

rn
v3 (31)

In this case, the stagnation point is taken to be the leading edge of the deployable such that rn = 0.25 m
and the nominal value of the Sutton-Graves constant, ks, is 1.74153× 10−4 kg1/2m−1/2.

V.F. Weights and Sizing

V.F.1. Deployable Structure

The sizing of the deployable’s structure is based on work by Krivoshapko for ellipsoidal shell pressure vessels
where analytical relationships for the meridional and parallel stresses and critical buckling pressure are given
in terms of the geometry of the ellipse.30

σφ =
p

2bδ

√
r2(b2 − a2) + a4 (32)

σβ =
p

2bδ

2r2(b2 − a2) + a4√
r2(b2 − a2) + a4

(33)

pcr =
16Eδ4

a2
√

3(1− ν2)

[
1 +

(z
a

)1/2√ 193(1− 4δ2)

16δ
√

12(1− ν2)

]
(34)
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In this work, the thickness, δ, is chosen based on minimum thickness resulting from Eqs. (32), (33), and
(34) when a factor of safety of 1.3 is applied. The value of the internal pressure, p, is chosen such that it is
twice the maximum dynamic pressure experienced. The dimensions of the ellipsoid are such that it is the
minimum volume that encompasses the deployable. The deployable’s mass is determined by the following
relationship

mstructure =
3lzδ

4

√
3l2ρd (35)

which accounts for an increase in mass of 50% to account for deployable systems and design immaturity.

V.F.2. Deployable TPS System

A first-order relationship determined by Laub and Venkatapathy uses heat load as the sole parameter to
determine the thermal protection system (TPS) mass fraction.31 This approximate relation is used in this
investigation to size the TPS material for the deployable. The model uses historical United States planetary
missions at Venus, Earth, Mars, and Jupiter with ablative TPS to regress TPS mass fraction against the
integrated heat load. These missions have integrated heat loads ranging from approximately 3 × 103 J/cm2

to 2 × 105 J/cm2 (the trajectories analyzed in this investigation have heat loads that are approximately 7-12
× 103 J/cm2). The derived mass model for the TPS is given by31

mTPS =
(
9.1× 10−4Q0.51575

)
m0 (36)

where Q is the integrated heat load in J/cm2 and m0 is the entry mass.

V.F.3. Deployable Mass

The total deployable’s mass is the addition of the structural mass and the TPS system.

mdeploy = mstructure +mTPS (37)

VI. Results and Discussion

VI.A. Design Parameters

The solutions presented subsequently are based on the deterministic and probabilistic parameters shown in
Table 1. These represent the inputs into the various models in order to actually complete the design process.
The values listed are consistent with the assumptions stated previously, with atmospheric parameters based
on typical Earth values, trajectory values are typical values for the burnout state of a strategic vehicle on a
depressed trajectory, heating parameters consistent with the Sutton-Graves model, and material properties
similar to that of Dacron.32–34

VI.B. Design Constraints

Several practical design constraints exist in this design space. These include:

1. A limitation on the size of the deployable: l/d ∈ [0.0, 2.0]

2. A limitation on the mass of the deployable: mdeploy ≤ 5, 000 kg

3. A restriction that the range must be greater than the range with no deployable: sf ≥ sf,baseline

4. A restriction that the accuracy must be greater than the accuracy with no deployable: dmiss ≤
dmiss,baseline

5. A restriction that the heating must be consistent with anticipated deployable ablative TPS materials:
q̇s ≤ 100 W/cm2

Each of these constraints are appended to the objective function as discussed in Ref. 35.
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Table 1. Parameter values for the design.

Parameter Description Nominal Value Distribution

µg Gravitational Parameter 3.986× 105 km3/m2 N (3.986× 105, 106)

ρ0 Surface Atmospheric Density 1.225 kg/m3 N (1.225, 0.01)

H Scale Height 7.116 km N (7.116, 4)

kCL
Lift Coefficient Multiplier 1 N (1, 0.0625)

kCD
Drag Coefficient Multiplier 1 N (1, 0.0625)

m0 Initial Mass 5,000 kg —

h0 Initial Altitude 155 km —

v0 Initial Velocity Magnitude 6,200 m/s N (6200, 40000)

γ0 Initial Flight Path Angle −9.6◦ N (−9.6, 0.04)

θ0 Initial Latitude Design Variable N (θ0, 0.0625)

φ0 Initial Longitude Design Variable N (φ0, 0.0625)

ψ0 Initial Heading Angle 90◦ N (90, 4)

hT Target Altitude 0 m —

φT Target Longitude 0◦ —

θT Target Latitude 10.354◦ —

ks Sutton-Graves Constant 1.74153× 10−4
√

kg

m
N (1.74153× 10−4, 1× 10−8)

rn Stagnation Radius 0.25 m N (0.25, 0.0025)

ρd Deployable Material Density 1.3 g/cm2 N (1.3, 0.01)

E Deployable Young’s Modulus 3,000 MPa N (3000, 90000)

σt Deployable Strength 60 MPa N (60, 100)

ν Deployable Poisson Ratio 0.4 —

VI.C. Standard Form of the Optimization Problem

The optimization problem, in standard form, is given by

Minimize: [Jmass − Jrange] or [Jmass Jaccuracy]

Subject to: g1(l/d, θ0, φ0) = −l/d ≤ 0

g2(l/d, θ0, φ0) = l/d ≤ 2

g3(l/d, θ0, φ0) = mdeploy(l/d)− 5000 ≤ 0

g4(l/d, θ0, φ0) = sf,baseline − sf (l/d) ≤ 0

g5(l/d, θ0, φ0) = dmiss(l/d, θ0, φ0)− dmiss,baseline ≤ 0

g6(l/d, θ0, φ0) = q̇s(l/d)− 100 ≤ 0

By varying: l/d, θ0, φ0


where

Jmass =
m̄deploy

m0
+
σ2
mdeploy

m2
0

Jrange =
s̄f

sf,baseline
−

σ2
sf

s2f,baseline

Jaccuracy =
d̄miss

dmiss,baseline
+

σ2
dmiss

d2miss,baseline

In terms of the rapid robust design methodology, the quantity
σ2
x

x2
can be replaced with

‖ Σy∗x
‖2

x2
for the

quantity x.
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VI.D. Single-Delta Design Solutions

Converged, optimal deployable designs for the single-delta configuration shown in Fig. 5 are shown in Figs. 6
and 7. The points in blue corresponding the rapid robust multidisciplinary design methodology and points
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Figure 6. Design solutions for range comparing the rapid robust design methodology and a multiobjective particle
swarm optimizer for a (a) bank-to-steer guidance algorithm and the (b) acceleration control guidance algorithm.

0 50 100 150 200 250 300
5

5.1

5.2

5.3

5.4

5.5

5.6

5.7

5.8

5.9

6

1 Deployable Mass, kg

1


 A
c
c
u
ra

c
y
, 

k
m

 

 

Rapid Robust Design

MOPSO around Monte Carlo

l/d = 1.35 

l/d = 0.01 

l/d = 1.99 

l/d = 0.03 

l/d = 1.37 l/d = 1.99 

(a)

0 50 100 150 200 250 300
0

0.5

1

1.5

2

2.5

3

1 Deployable Mass, kg

1


 A
c
c
u
ra

c
y
, 

k
m

 

 

Rapid Robust Design

MOPSO around Monte Carlo

l/d = 1.14 

l/d = 0.03 

l/d = 1.99 

l/d = 0.04 

l/d = 1.15 

l/d = 1.99 

(b)

Figure 7. Design solutions for accuracy comparing the rapid robust design methodology and a multiobjective particle
swarm optimizer for a (a) bank-to-steer guidance algorithm and the (b) acceleration control guidance algorithm.

in red corresponding to designs optimal by using a multi-objective particle swarm optimizer (MOPSO)
wrapped around a Monte Carlo simulation.

Correlation between the MOPSO results and those obtained through the rapid robust design methodology
is seen in both Figs. 6 and 7. The discrepancy in values can be attributed the conservatism provided by the
bounding technique on the variance estimates in the rapid robust design methodology, since the variance
value used is the largest eigenvalue of the propagated covariance matrix.

Figure 6 demonstrates that the larger the deployable’s mass, the more range that the strategic system will
have. In fact, for an approximately 300 kg deployable, the range is improved over 1,200 km (an improvement
of greater than 25%). The range is seen insensitive to the two guidance algorithms considered. This is due to
the fact the trajectory for maximum range is largely a full-lift up trajectory which is equally capable of being
flown by a bank-to-steer algorithm and the acceleration control method. For an equally weighted objective
function between range and mass, the optimal design has a l/d of 1.16 (mdeploy = 139 kg), regadless of the
guidance algorithm.

Figure 7 demonstrates that the larger the deployable is, the more accurate the system will be. For an
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approximately 300 kg deployable, the accuracy is capable of being improved by an order of magnitude from
the baseline strategic system (from 2.8 km to 0.3 km). Unlike the range, the accuracy of the system is very
sensitive to the guidance algorithm. For the bank-to-steer algorithm, the control is nearly saturated with a
miss distance of about 5.5 km across all deployable sizes. However, using acceleration control, improvement
is consistently seen with a larger deployables (with larger L/D). For an equally weighted objective function
between range and mass using acceleration control, the optimal design has a l/d of 1.14 (mdeploy = 131 kg).

A significant advantage of the rapid robust design methodology is computational runtime. This is shown
in Table 2 where the number of iterations required to obtain the results shown in Figs. 6 and 7 is provided.

Table 2. Computational comparison between MOPSO and the Rapid Robust Design Methodology.

Range Accuracy

Rapid Robust Rapid Robust

Design Methodology MOPSO Design Methodology MOPSO

Number of
24,962 560,684 28,616 600,004

DSM Iterations, -

Computational
2.2 49.8 2.4 57.3

Runtime, hours

The MOPSO results were the result of propagating 1,000 Monte Carlo samples. Despite returning
approximately four times as many solutions as the MOPSO approach, the number of analysis iterations of
the rapid robust design methodology is an order of magnitude less with runtimes less than 5% that of the
MOPSO. In addition, the probabilistic results obtained by this new methodology are within 10% of those
obtained using the MOPSO, with the vast majority having errors less than 3% the MOPSO values.

VI.E. Center of Gravity Considerations

The results presented thus far allow for the center of gravity (CG) to be positioned anywhere, including
outside of the outer mold line of the vehicle. This is not practical. As shown in Fig. 8, when limiting the
CG to be within the vehicle, the maximum L/D achievable diminishes to a point where it is actually less
than the baseline system.
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Figure 8. The (a) impact on L/D of constraining the CG position to be within the vehicle and (b) the normalized
(relative to the vehicle’s diameter) distance outside the vehicle the CG needs to be to achieve (L/D)max.

In order to achieve trim conditions, a body flap was added to the baseline system. This body flap was
assumed to be a flat surface that was 25% of the vehicle’s length. Figure 9 shows that the body flap deflection
angle in order to achieve the maximum L/D achievable. Note that the deflection angle remains less than
30◦ for all deployable sizes considered.
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Figure 9. Body flap deflection angle required to trim the vehicle at the theoretical maximum L/D.

VI.F. Alternative Configuration

An additional deployable configurations were assessed to identify whether an improvement in L/D can be
obtained without the inclusion of a body flap. This configuration is shown in Fig. 10.

(L/D)max  = 1.02 

(L/D)max,trim = 1.00 

Baseline 

(L/D)max  1.24 

(L/D)max,trim  1.01 

(L/D)max,trim/(L/D)max,trim|baseline = 1.01 

(L/D)max  1.53 

(L/D)max,trim  1.52 

(L/D)max,trim/ /(L/D)max,trim|baseline = 1.52 

Single-Delta Double-Delta 

Figure 10. Comparison of investigated deployable concepts showing the maximum achievable L/D accounting for trim
considerations.

While the single-delta deployable concept previously described does not provide improvement in perfor-
mance without the addition of a body flap, the double-delta configuration provides a significant increase in
L/D (52%) relative to the baseline strategic vehicle. The large performance improvement of the double-delta
configuration without the use of a body flap can be explained by the aerodynamic force of the deployable
being located farther aft than in the single-delta concept. The mean aerodynamic center of the baseline
vehicle is located close to the cylinder cap beneath the nose cone. The lift of the double-delta deployable is
sufficiently far aft to provide an a sufficient restoring momement to allow the vehicle to trim, whereas this is
not the case for the single-delta configuration. It should also be noted, however, that for the double-delta,
the CG to trim at L/Dmax shifts aft as l/d increases resulting in the vehicle losing the ability to trim as l/d
increases (however, for l/d ≤ 2.0 this effect was not observed).

The trim angle of attack for these vehicles is significant (∼ 20◦), which allows for another advantageous
feature of the double-delta relative to single-delta to be exploited—less drag area. This enables a larger L/D
increase relative to the single-delta configuration discussed previously. However, this is traded for a more
complex shape which would be significantly more difficult to manufacture and deploy in flight.

15 of 19

American Institute of Aeronautics and Astronautics



VI.G. Double Delta Design Solutions

Converged, optimal double-delta deployable designs are shown in Figs. 11 and 12.
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Figure 11. Design solutions for range comparing the rapid robust design methodology and a multiobjective particle
swarm optimizer for a (a) bank-to-steer guidance algorithm and the (b) acceleration control guidance algorithm for the
double-delta configuration.
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Figure 12. Design solutions for accuracy comparing the rapid robust design methodology and a multiobjective particle
swarm optimizer for a (a) bank-to-steer guidance algorithm and the (b) acceleration control guidance algorithm for the
double-delta deployable.

As before, there is strong correlation between the MOPSO results and those obtained through this
methodology. However, in this case, as shown in Fig. 11, the range performance is significantly improved
for larger deployables. For an approximately 300 kg deployable, the range is improved over 2,400 km
(an improvement that is twice that of the single-delta with a body flap configuration). Furthermore, the
insensitivity to guidance algorithm is persistent in the double-delta configuration, since the trajectory is
again largely full-lift up. For an equally weighted objective function between range and mass, the optimal
design has a l/d of 1.19, regardless of the guidance algorithm (mdeploy = 148 kg).

Figure 12 for the double-delta shows similar trends to the single-delta configuration—the larger the
deployable is, the more accurate the system will be. When considering accuracy, however, the performance
gains of the double-delta configuration is not as great compared to range benefits. For an approximately 300
kg deployable, the accuracy is 0.2 km for the double-delta configuration, compared to 0.3 km for the single-
delta. This is a marginal improvement for the double-delta configuration relative to the single-delta with a
body flap configuration. However, the rate of improving accuracy as the deployable increases in size (from an
l/d of 0 to l/d of 2.0) is faster compared to the single-delta and a body flap is not required in order to achieve
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these performance gains. Again, the accuracy of the system is very sensitive to the guidance algorithm, with
the bank-to-steer guidance demonstrating saturated qualities. For an equally weighted objective function
between range and mass using acceleration control, the optimal design has a l/d of 1.2 (mdeploy = 149 kg).

The computational runtime advantage of the rapid robust design methodology is shown in Table 3 where
accuracies acceptable to conceptual design are shown to be achievable.

Table 3. Computational comparison between MOPSO and the Rapid Robust Design Methodology.

Range Accuracy

Rapid Robust Rapid Robust

Design Methodology MOPSO Design Methodology MOPSO

Number of
26,842 642,132 33,534 713,124

DSM Iterations, -

Computational
2.3 59.6 2.8 64.2

Runtime, hours

VII. Conclusions

A rapid robust design methodology was implemented to perform the rapid design of a deployable system
for a strategic system with the objective to either increase the range of the system or the accuracy of
the system. The rapid robust design methodology was shown to provide similar results to a MOPSO
wrapped around a Monte Carlo with solutions within 10% of the MOPSO solutions for less than 5% of the
computational time.

Two deployable configurations were investigated—a single-delta and a double-delta. For a 300 kg de-
ployable, the single-delta configuration was shown to provide an increase in 1σ range of more than 1,200 km
(25%) and a reduction in 1σ miss distance from 2.5 km to 0.5 km (500%) over the baseline strategic system.
However, when requiring the CG of the vehicle to be within the baseline strategic system’s outer mold line,
a body flap is required to achieve any performance gains. On the other hand, a 300 kg double-delta is able
to increase the baseline system’s 1σ range by over 2,400 km (50%) and reduce the 1σ miss distance by an
order of magnitude (to less than 0.25 km) without the use of a body flap.

In addition to configuration, the effect of guidance algorithm was investigated using a bank-to-steer
algorithm and a bounding guidance algorithm. The range results were insensitive to the varying guidance
algorithms as the trajectories were largely full-lift up. However, when accuracy is considered, the guidance
algorithm was shown to have a large effect as the bank-to-steer algorithm’s control was shown to be nearly
saturated with marginal performance gains across the deployable sizes investigated.
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