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The Mars Science Laboratory (MSL) entry vehicle successfully landed on the Martian
surface on August 5, 2012. A phenolic impregnated carbon ablator heatshield was used to
protect the spacecraft against the severe aeroheating environments of atmospheric entry.
This heatshield was instrumented with a comprehensive set of pressure and temperature
sensors. The objective of this paper is to present the thermal 
ight data returned and
provide a preliminary post-
ight analysis of MSL’s aerothermal environment and heatshield
thermal response. The 
ight temperature data are compared with the thermal response
predictions by the same analytical models used in heatshield design. In addition to this
direct comparison, a preliminary inverse analysis is performed where the time-dependent
surface heating is estimated from 
ight-measured subsurface temperature data.

Nomenclature

B0 Dimensionless surface blowing rate
CH Heat transfer coe�cient = �eueCh
Ch Stanton number for heat transfer
h Enthalpy
H1 First-order Tikhonov regularization matrix
Hr Total recovery enthalpy
J Sensitivity matrix
_m Surface blowing rate
M Number of measurements
N Number of discretized CH points
p Pressure
P Vector of estimation parameters
q Heat 
ux
Re� Momentum thickness Reynolds number
S Sum of square of errors (objective function)
t Time
T Temperature
T Vector of direct problem outputs (FIAT predictions)
Y Vector of measurements
� Surface absorptivity
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� Surface emissivity
� Regularization parameter
� Density
� Stefan-Boltzmann constant

Subscript and superscripts

c Char
cond Conduction
e Boundary layer edge
g Pyrolysis gas
k Iteration number
rad Radiative
T Transpose of a matrix
w Material surface (wall)
1 Freestream

I. Introduction

When spacecraft travel to other planets for surface missions, they are required to enter a planet’s at-
mosphere at very high velocities to land on the surface. During entry, the interaction between the

spacecraft and the planet’s atmosphere dissipates more than 90% of the entry system’s initial kinetic energy,
mostly in the form of heat. The heatshield keeps the aeroshell interior safe from these extreme aeroheating
environments. Since the heatshield is critical to mission success, the aerothermal environment and the Ther-
mal Protection System (TPS) material response must be modeled accurately. However, there are substantial
uncertainties associated with the analytical models that are currently used for predicting aeroheating and
TPS response, such as heating augmentation due to turbulent transition and catalytic e�ects, TPS reces-
sion prediction and material properties.1 These uncertainties have a signi�cant e�ect on the TPS material
selection and total mass, and therefore limit our ability to design more capable and robust Entry, Descent
and Landing (EDL) systems.

Flight data can help engineers reduce these uncertainties to improve or validate the current computational
tools. During the past decades, there have been entry missions that were equipped with instruments to collect
aeroheating and TPS performance data. These missions were primarily in support of the Apollo and Shuttle
programs and the majority of them occurred in the Earth atmosphere.2 However, Mars has been and will
continue to be a frequent destination in space exploration e�orts. The need for Martian 
ight data is further
justi�ed because the experimental facilities on Earth are not capable of fully recreating Mars 
ight conditions.
Mars Viking landers and Mars Path�nder were the only missions that were equipped with instruments that
returned heatshield data during their atmospheric entries. A few studies have been performed to analyze
the data returned by these missions; however, due to the limited nature of these datasets it is di�cult to
make any general conclusions about Mars entry aerothermal modeling.3{7

Mars Science Laboratory (MSL) successfully landed on the Martian surface on August 5, 2012. The MSL
aeroshell was a 4.5 m diameter spherically-blunted 70-degree half-angle cone with a triconic afterbody.8

MSL’s forebody heatshield was made of an ablative material called Phenolic Impregnated Carbon Ablators
(PICA).9 Based on the pre-
ight aerothermal and heatshield analyses and mission mass allocations, a uniform
PICA thickness of 1.25 in was used.10{12 This heatshield was instrumented with a comprehensive set of
pressure and temperature sensors called MSL Entry, Descent and Landing Instrumentation (MEDLI).13 The
aeroheating subsystem, called MEDLI Integrated Sensor Plug (MISP), provided subsurface temperature
measurements of MSL’s PICA heatshield at di�erent locations and depths. The MEDLI dataset provided
the �rst non-Earth entry aeroheating data since the Path�nder mission, and more EDL data than all of the
previous Mars missions combined.

The objective of this paper is to present the 
ight data returned by MISP sensors and provide a prelim-
inary post-
ight analysis of MSL’s aerothermal environment and heatshield thermal response. First, some
immediate observations regarding data range, quality and turbulent transition are discussed. Then, a direct
analysis is performed to compare analytical model predictions with 
ight data. Computational Fluid Dynam-
ics (CFD) simulations are performed using the NASA Ames code Data Parallel Line Relaxation (DPLR)14
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to calculate the vehicle’s aerothermal environment based on a pre-entry-simulated trajectory. The heatshield
thermal response at MISP locations is calculated using the Fully Implicit Ablation and Thermal Response
(FIAT) program.15 These model predictions are compared with the 
ight thermocouple data. In addition
to this direct analysis, a preliminary inverse analysis is also performed with the objective of reconstructing
the vehicle’s surface heating at MISP locations from 
ight data. Inverse methods are used to estimate the
time-dependent surface heating pro�le that provides the best match between the thermocouple data and
model predictions. See Ref. 16 for a complete overview of other MISP post-
ight reconstruction e�orts.

II. MISP Instrumentation

MEDLI consists of seven pressure ports and seven PICA plugs at di�erent locations on the MSL heat-
shield. The suite consists of three subsystems: MISP temperature/isotherm sensors, MEADS pressure
sensors, and Sensor Support Electronics (SSE). MISP sensors are installed into PICA plugs that are 
ush-
mounted to the 
ight heatshield. The MISP plugs (Figure 1a, T labels) are strategically placed to cover a
broad range of heat rate environments, while the MEADS locations (Figure 1a, P labels) are concentrated
in the higher pressure and lower heat rate region near the stagnation point and the nose region.

(a) Sensor Locations (b) MISP Plug

Figure 1. Location of MEDLI sensors on MSL heatshield and schematic of MISP plug.17

Each MISP plug is 33 mm in diameter with a total depth of 20.3 mm, and contains four type-K U-shaped
thermocouples. A schematic of a MISP plug is shown in Figure 1b. The thermocouples are at nominal
design depths of 2.54, 5.08, 11.43, and 17.78 mm (0.10, 0.20, 0.45, 0.70 in) from the surface of the plug. The
actual X-ray measured depths of each thermocouple are shown in Table 1. The top two thermocouples are
intended primarily for aerothermodynamic reconstruction and are sampled at 8 Hz, while the two deeper
thermocouples are primarily intended for material property reconstruction and are sampled at 1 or 2 Hz
depending on the location. Data from TC3 and TC4 thermocouples in plugs 5 and 7 are not recorded because
of data channel limitations.

Table 1. X-ray measured depths of MISP plugs thermocouples.

Ideal (in) Plug 1 Plug 2 Plug 3 Plug 4 Plug 5 Plug 6 Plug 7

TC1 0.100 0.104 0.106 0.103 0.097 0.099 0.108 0.094

TC2 0.200 0.200 0.203 0.193 0.212 0.192 0.203 0.193

TC3 0.450 0.452 0.456 0.456 0.446 0.461 0.460 0.442

TC4 0.700 0.704 0.700 0.693 0.706 0.703 0.695 0.699

Each MISP plug also contains an isotherm sensor called Hollow aErothermal Ablation and Temperature
(HEAT).18,19 HEAT is an improved version of a similar sensor that was used for the Galileo entry probe to
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determine surface recession.20 However, at the lower heat rates experienced during Martian entry, it is not
expected to provide any information on recession. The sensor elements are conductive, so as the char layer-
virgin material interface advances, these elements become shorter and the voltage output decreases. The
HEAT sensor voltage measurements can be correlated with the sensor length which can then be correlated
with char depth. The HEAT sensor is sampled at 8 Hz.

III. Observations from Flight Data

Figure 2. The MISP 
ight thermocouple data at di�erent locations and depths on the heatshield.

The MEDLI data were recorded and stored successfully during the atmospheric entry. A limited part of
the data was transmitted in real-time and the full dataset was received from the rover within a week after
landing. The thermocouples behaved as expected and the data contained a low amount of noise. The HEAT
sensor however did not behave as expected and the recorded transient data were very noisy. For this reason,
the analysis of HEAT data is not pursued in this work. Figure 2 shows the MISP thermocouple 
ight data
at all 7 plug locations. Time zero is the entry interface time corresponding to a spacecraft time (SCLK) of
397501714.953125 seconds. Thermocouple temperatures at this time ranged from 170 to 203 K depending
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on TC depth and plug location.
Peak temperatures for the shallowest thermocouple (TC1) ranged from 1094 K at plug 4 to 1322 K at plug

7. Note that having the highest temperature does not necessarily mean that plug 7 experienced the highest
heating as there is some variation in TC1 depth across di�erent plugs (see Table 1). Peak temperatures for
the deepest thermocouple (TC4) ranged from 393 K at plug 4 to 405 K at plug 7. Figure 3a shows TC1
temperature plotted as a function of time for all the plug locations. Examination of the TC1 temperature
pro�le across di�erent plugs informs us of the aeroheating environment distribution along the surface of
the heatshield. We can see that up to 65 seconds, plug 5 has the highest temperature followed closely by
plugs 7, 1 and 4, while plugs 2, 3 and 6 are at lower temperatures. This trend matches the surface heating
distribution expected for laminar 
ow. After this time, we can clearly observe transition to turbulence for
plugs 2, 3, 6, and 7 from the sudden slope change in the temperature data. Transition causes the TC1
temperature at these plugs to rise more rapidly and eventually reach higher peak values. Speci�cally, since
plug 7 was already at a high level of laminar heating, its temperature increased to be the highest peak after
transition.

Figure 3b illustrates the TC1 temperature rise rate as a function of time for these plugs. Sharp increases
can be observed in the temperature rise rates during the 63-66 s time period. Plug 3 becomes turbulent
around 64 seconds, followed by plug 2 at 65 seconds, and plugs 6 and 7 at 66 seconds. It should be noted
that these transition times are based on the slope changes observed in the subsurface thermocouple data.
In-depth temperature response lags somewhat behind any changes in the surface heating; therefore, the
actual surface turbulent transition times are within 1-2 seconds of the numbers reported here. In the inverse
analysis section, we will provide a better estimate of transition time based on surface heating reconstruction
results. The transition front moved very quickly from plugs 2 and 3 at the shoulder to plugs 6 and 7. Pre-

ight predictions indicated transitions times of 56, 58, and 70 seconds for plugs 2 (3), 6, and 7 respectively.
These predictions are based on a smooth wall momentum thickness Reynolds number threshold of 250. It
is currently believed that the observed quick motion of the transition front is due to roughness-induced
transition. See Ref. 16 for more information on this topic.
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(b) TC1 Temperature Rise Rate

Figure 3. Transition to turbulence can be seen from TC1 data for plugs 2, 3, 6 and 7.

Turbulent heating augmentation can be estimated by comparing the pre-rise and post-rise temperature
rates. Table 2 shows the pre-rise and post-rise temperature rates over a two-second period for the four
plugs that experienced turbulent transition. The ratio of these rates is an approximate indication of the
turbulent heating augmentation level. Turbulent augmentation is expected to increase as the running length
from the stagnation point to the plug increases. The results in Table 2 follow the expected trend. It should
be noted that the calculated values are for in-depth temperature rates which are damped compared with
surface heating. Additionally, other surface phenomena such as reradiation can a�ect this temperature rate.
Therefore, the values in this table should not be taken as exact surface heating augmentations.

In Figure 4, we can see that there is an unexpected slope change (\hump") in the temperature pro�le
for the deeper thermocouples (TC3-4) at plug 2. The hump happens in the 250-300 K temperature range.
This trend is observed consistently for all plug locations. Similar behavior has also been seen in the MISP
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Table 2. Turbulent temperature augmentation over a two-second period derived from TC1 temperature rates.

Plug 2 Plug3 Plug 6 Plug 7

(dT=dt)pre (K/s) 16 16 14 21

(dT=dt)post (K/s) 61 60 48 56

Temperature augmentation (ratio) 3.81 3.75 3.43 2.80

quali�cation arcjet dataset, arcjet testing for some other materials than PICA, and also for Mars Path�nder
bondline thermocouples 
ight data. This phenomenon is not well understood at present, but is believed to
be associated with some type of material- or instrument-related process. Current analysis tools are not able
to model this behavior; therefore, we should not expect a match between the data and model predictions for
this part of the data.
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Figure 4. The \hump" observed in TC3 and TC4 data for plug 2 (seen also for other plugs).

IV. Direct Analysis

The purpose of the direct analysis is to perform an updated analysis of the MSL heating environment
and TPS material response using the computational models that were employed in the design process. These
model predictions are then compared with the 
ight data.

IV.A. Aerothermal Environment Prediction

The best-estimate trajectory based on the 
ight Inertial Measurement Unit (IMU) and MEADS data was
not available in time for this study. Therefore, a pre-entry-simulated trajectory based on the latest orbital
determination estimates is used in this work. This trajectory is known as OD229 and was generated using
the Program to Optimize Simulated Trajectories II (POST2).21 Figure 5 shows plots for the altitude as a
function of velocity and velocity as a function of time for the OD229 trajectory. This trajectory has been
compared with early versions of the MSL’s best-estimate trajectory22 and there is good agreement between
the two during the hypersonic region. Any di�erences between the two trajectories are expected to have
minor impact on aerothermal modeling.

In order to predict the vehicle’s aeroheating environment, CFD simulations are performed based on this
trajectory using DPLR. DPLR is a modern, parallel, structured non-equilibrium Navier-Stokes 
ow solver
developed and maintained at NASA Ames Research Center.14 The code employs a modi�ed Steger-Warming

ux-splitting scheme for higher-order di�erencing of the inviscid 
uxes, and is used here with 2nd order spatial
accuracy and to steady-state 1st order in time. The 
ow around the heatshield is modeled as thermochemical
non-equilibrium 
ow, using the Mitcheltree and Gno�o 8-species 12-reactions Mars model (CO2, CO, N2, O2,
NO, C, N , and O).23 The Mars atmosphere is modeled as 97% CO2 and 3% N2 by mass. The TPS surface
is modeled as an unblown non-slip radiative equilibrium wall with constant emissivity (� = 0.85) and the
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Figure 5. MSL entry trajectory (OD229) used in this analysis.

Mitcheltree and Gno�o surface catalycity model.24 This catalycity model assumes maximum recombination
of CO2 via the Eley-Rideal mechanism. Species di�usion is modeled using self-consistent e�ective binary
di�usion (SCEBD).25 Turbulent 
ow is simulated with the Baldwin-Lomax algebraic model.26

CFD calculations are performed along the entry trajectory from 40 to 90 seconds, at two-to-�ve second
intervals. Surface properties for material response simulations are extracted from the CFD solutions at each
MISP location. These quantities are then �tted in time with tight monotonic cubic splines, and provided
as boundary condition inputs to the FIAT material response code at quarter-second intervals. In this direct
approach, surface heating for the periods before 25 seconds and after 115 seconds is assumed to be zero.
Figure 6 shows the CFD-predicted surface heat rate and pressure as functions of time at all MISP plugs
for the laminar, fully turbulent and transitional solutions. CFD environments for MISP3 are identical to
MISP2 and are not shown here. These predicted surface heat rates are lower than the design values reported
in Ref. 10. This is due to the fact that conservative approaches such as fully turbulent 
ow, supercatalytic
wall and roughness augmentation are employed for design environments. For TPS response analysis, the
transitional solutions shown in Figure 6 are applied. The transition front is modeled such that laminar
solutions are used for Re� < 200, and a linearly varying transition front is imposed for Re� of 200 to 250.
At plug 2 and plug 3, the fully-turbulent heating value is reached quickly. However, for plugs 6 and 7, the
transitional solution heating does not reach fully turbulent levels until well after the peak heat pulse.

IV.B. Thermal Response Prediction & Comparison with Flight Data

For an ablative material, surface heat rate is not a direct input to FIAT. Surface heating is modeled with a
surface energy balance equation which represents many physical phenomena that occur at the surface of an
ablative material. This equation is:

CH(Hr � hw) + _mghg + _mchc � ( _mc + _mg)hw + �wqrad � ��w(T 4
w � T 4

1)� qcond = 0 (1)

The �rst term in the equation represents the sensible convective heat rate. The sum of the second,
third and fourth terms de�nes the total chemical energy at the surface due to the ablation products and
pyrolysis gas. The �fth and sixth terms are the incoming radiative heat rate absorbed by the material and
the reradiation to the environment. The last term in Eq. (1) represents the rate of heat conduction into the
TPS material. CFD models calculate the convective heat rate at the surface typically based on a radiative
equilibrium wall assumption and a given surface catalycity model ignoring ablation and pyrolysis e�ects
and heat conduction into the TPS. Based on these assumptions, the total recovery enthalpy, Hr, and wall
enthalpy, hw, can be derived. Knowing these values and the convective heat rate, the surface heat transfer
coe�cient, CH , is calculated. CH , Hr, surface pressure, and the blowing reduction parameter are input to
FIAT as functions of time. It should be noted that the CFD heat transfer coe�cient values are unblown,
and FIAT corrects the input CH for heating reduction due to pyrolysis gas blowing.15

The above equation is solved in FIAT using its own wall chemistry model that accounts for ablation
and pyrolysis. Pre-calculated equilibrium wall chemistry solutions (B0 tables) are input to FIAT for a given
material and the surface energy balance is solved iteratively using the heating inputs from CFD and the
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Figure 6. MISP CFD-predicted environments on OD229 trajectory.
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B0 tables. This results in an inconsistency between the surface chemistry solutions of the CFD and FIAT
calculations which results in di�erent wall enthalpies and temperatures. Di�erent wall chemistries, heating
reduction due to pyrolysis gas blowing, and conduction into TPS mean that the surface heat rate calculated
by FIAT di�ers from the values reported by CFD tools for the same environments. The surface heat rate
derived from FIAT solutions is typically taken to be the sum of the �rst four terms in Eq. (1) (all the terms
except radiation, reradiation and conduction terms). This di�erence should be taken into account because
the FIAT-calculated heat rate values reported in this paper are typically lower than their corresponding CFD
values. Figure 7 shows the FIAT surface heat rate for all the MISP plugs corresponding to the transitional
heating environments calculated by DPLR and shown in Figure 6.
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Figure 7. The surface heat rate for all MISP plugs calculated with FIAT.

For the following FIAT simulations, radiative heating is assumed to be negligible. Reradiation is modeled
to an environment with an e�ective temperature of 180 K. A manual grid is employed to specify the initial
temperature distribution of the PICA block according to the 
ight data initial temperatures. The TC depths
are taken from the X-ray measurements shown in Table 1. The blowing reduction parameter is assumed to
be 0.5 for laminar 
ow and 0.3 for turbulent 
ow. PICA material model version 3.3 is used in this analysis.
In the following plots, FIAT temperature predictions at all plugs are shown against the 
ight data. It should
be noted that while the temperature predictions are shown at all TC depths for the sake of completeness,
the focus will be mainly on how the top thermocouple results compare as it is the closest to the surface and
most sensitive to surface heating. The deeper TC data will be a�ected by the uncertainty in the surface
heating; therefore, comparison of those data with predictions is not a good indication of the accuracy of the
in-depth material response model. More representative comparisons for the deeper TC data are presented
in the next section using the TC driver approach.

Figure 8 shows the FIAT temperature predictions compared with 
ight data at plugs 1 and 4. These
plugs are on the heatshield windside and close to the stagnation point. We can see that the analytical models
underpredict the 
ight data. Possible causes for this di�erence could be radiative heating or low levels of

ow turbulence due to pyrolysis gas injection. Additionally, arcjet tests have shown that molten Silica from
the RTV bonding used around the plugs can 
ow on the surface of a plug and result in lower emissivity and
therefore lower reradiation.

Figure 9 shows the comparison with 
ight data for plugs 2 and 3. These plugs are close to the leeside
shoulder. Being farthest from stagnation point, they were expected to see the highest heating augmentations
due to turbulent transition. We can see that model predictions signi�cantly overpredict the 
ight data for
these plugs. This is due to the fact that transition to turbulence happened much later than expected and for
that reason the surface heating did not have as much time to increase. Therefore, the turbulent temperature
augmentation at these locations was less than model predictions. We can also see in FIAT predictions
that TC1 was expected to burn out because of recession. This did not occur in 
ight because of the lower
than expected heating levels and also possibly because the equilibrium models used in FIAT for gas/surface
interactions are known to overpredict recession at the range of heat rates experienced by the MSL vehicle.27

The only information that we can obtain from 
ight data regarding recession is that it was less than TC1
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Figure 8. FIAT predictions compared with 
ight data for plugs 1 and 4.
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Figure 9. FIAT predictions compared with 
ight data for plugs 2 and 3.

depth (’ 0.1 inch) for all plugs.
Model predictions and 
ight data are compared in Figure 10 for plugs 5 and 7. These plugs are close

to the heatshield apex. Same observations as plugs 1 and 4 can be made for plug 5. Laminar heating is
underpredicted, possibly because of the lower reradiation due to lower surface emissivity caused by Silica 
ow.
Plug 7 experienced higher than expected heating because of earlier transition to turbulence as compared
with CFD predictions. In CFD environments, transition happens quite late in the trajectory for plug 7;
therefore, heating does not rise to very high levels.

Figure 11 shows the comparison for plug 6. Similar observations as for plugs 2 and 3 can be made.
Based on CFD environments, transition to turbulence was expected to happen earlier in the trajectory (58
seconds). However, since 
ight transition happened later, the temperature augmentation was not as much
as the model predictions.

One important observation that was made in the comparisons between the data and model predictions
for all plugs was that the temperature pulse in the data was wider than model predictions. In other words,
analytical models predict TC1 to cool down at a faster rate than 
ight. This could be due to many reasons
such as higher post-peak surface heating, lower surface emissivity, uncertainty in char material properties at
high temperatures, or a combination of all possibilities. Adjustments of some of these parameters result in
a slightly better agreement with the data, although not a signi�cant one. Further sensitivity studies need to
be performed in future to determine the most probable cause of this pulse-width disagreement.
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Figure 10. FIAT predictions compared with 
ight data for plugs 5 and 7.
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Figure 11. FIAT predictions compared with 
ight data for plug 6.

IV.C. TC Driver Analysis

The data from the shallowest thermocouple (TC1) can be used as a true boundary condition and the thermal
response for the material beneath that thermocouple can be calculated using FIAT. This TC driver approach
e�ectively decouples the in-depth heat conduction from the surface heating conditions. This allows us to
examine the performance of the in-depth material model without being a�ected by the uncertainty of surface
heating. Figure 12 shows the TC driver analysis for plugs 1 and 2. FIAT temperature predictions for TC2-4
are compared with 
ight data. We can observe that in both cases there is a good agreement between FIAT
and TC2 
ight data. However, TC3 and TC4 data do not match FIAT predictions as well. This trend is
seen in all plugs. The slope changes seen in these TC data (\hump") can explain the initial part of the
di�erence. Other possible explanations include virgin material property uncertainty and multi-dimensional
e�ects. Further examination of the TC driver problem and material property estimation will be pursued in
future. Overall, it seems that the material model is conservative in predicting in-depth temperature.
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Figure 12. In-depth material response analysis using the TC driver approach for plugs 1 and 2.

V. Inverse Analysis

V.A. Methodology

The goal of inverse analysis is to reconstruct the vehicle’s surface heating at the MISP locations from

ight data. Inverse problems are encountered in many science and engineering applications. In the heat
transfer �eld, these problems often involve the estimation of a boundary condition such as surface heating
or temperature, or the estimation of model parameters such as material thermophysical properties.28{30

Estimation of time-dependent surface heating belongs to the class of function estimation problems, as they
require the identi�cation of many points in time. Inverse methods attempt to estimate the surface heating by
minimizing the di�erence between analytical model predictions and experimental measurements. Two classes
of methods are typically used for surface heating estimation: whole-time domain methods and sequential
methods. Whole-time domain methods iteratively estimate the entire heating pro�le at the same time using
the entire measurement range, while sequential methods estimate the surface heating at a given time using
a limited subset of the measurements and proceed sequentially in time. Sequential methods can be more
e�cient if set up properly; however, whole-time domain methods are typically more stable and can be more
easily integrated with FIAT. For these reasons, we use whole-time domain methods in this work.

In this analysis we will use the shallowest thermocouple data (TC1) as it is the most sensitive to surface
heating and least a�ected by subsurface material property uncertainty. The authors have previously devel-
oped methods for similar applications and applied them to MSL simulated data31 and Mars Path�nder 
ight
data.7 As explained earlier in Eq. (1), surface heating is modeled in FIAT using a detailed surface energy
balance equation which includes a convective term, pyrolysis and ablation terms, radiation and reradiation
terms, and conduction into the TPS. Many of the parameters in this equation can a�ect the subsurface
thermocouple temperature and the surface heating estimate. Some of these parameters are inputs to FIAT
while others are calculated internally by FIAT. While it is desirable to have an accurate knowledge of all
these terms, they are not all directly observable from the 
ight data and any attempt to simultaneously
estimate multiple parameters leads to non-unique solutions. Therefore, a parameter has to be selected for
inverse estimation while other parameters are �xed or calculated internally.

The approach that has been used in previous work is to estimate the time-dependent surface heat transfer
coe�cient, CH . In this approach, we assume that the CFD recovery enthalpy and pressure predictions
are accurate and we allow FIAT to calculate the in-depth pyrolysis and wall chemistry according to the
equilibrium B’ tables. We also assume that the reradiation term calculated by FIAT is accurate. The goal
is to estimate the CH pro�le that provides the best match between the 
ight data and FIAT predictions.
Since CH is a time-dependent parameter, it is discretized in time to one-second control points for inverse
estimation. Once the the time-dependent CH pro�le is estimated, the corresponding heat rate pro�le can be
calculated based on FIAT’s surface energy balance. The FIAT heat rate reported in this paper is the sum
of the �rst four terms in Eq. (1) (convective and chemical terms).
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The estimation is done by iterative minimization of an objective function S (ordinary least-squares), which
is the sum of the squares of di�erences between the thermocouple measurements and the corresponding FIAT
temperature predictions. The set of parameters that minimize this function is the solution of the inverse
problem. The ordinary least-squares objective function is shown in Eq. (2) in both standard and matrix
forms:

S (P) = [Y �T (P)]
T

[Y �T (P)] =

MX
i=1

(Yi � Ti)2 (2)

P is the vector of parameters being estimated (discretized CH time history), Y is the vector of TC1
temperature measurements, and T is the corresponding vector of temperature predictions by FIAT. The
Gauss-Newton29,32 method is used to perform the minimization of the objective function. This method
is widely used to solve nonlinear least squares problems. It is a modi�cation of Newton’s method which
does not require the knowledge of second derivatives. The search algorithm for this method is developed by
deriving the gradient of the above equation, linearizing the vector of predicted temperatures T(P) with a
Taylor series expansion around the current solution Pk and setting the gradient of S to zero. The expression
can be rewritten to derive the change in parameters �P required to minimize S:

JkT

Jk�Pk = JkT �
Y �T

�
Pk
��

(3)

where J is the Jacobian matrix of the �rst partial derivative of the predicted TC temperatures with respect
to the estimation parameters (discretized points along the CH pro�le):

J =

2664
@T1

@P1
� � � @T1

@PN
...

. . .
...

@TM
@P1

� � � @TM
@PN

3775 (4)

where M is the number of measurements and N is the number of estimation parameters. The calculation of
this Jacobian matrix is computationally expensive because its numerical approximation by �nite di�erencing
requires N solutions of the direct problem (FIAT). This procedure is continued until a stopping criterion is
reached.

Inverse problems are mathematically ill-posed meaning that conditions of solution existence, uniqueness
and stability are not guaranteed. These problems can be unstable in the presence of errors or when large
number of parameters are estimated. This can result in signi�cant oscillations that lead to inaccurate
estimation results. Regularization approaches are used in conjunction with the minimization scheme to
make the problem better posed and more stable. Regularization has a smoothing e�ect on the parameter
estimates. Russian mathematician Andrey Tikhonov devised a procedure for the regularization of ill-posed
problems.33 His technique involves the addition of a penalty function to the ordinary least-squares objective
function to alleviate oscillations in the solution. The penalty function added is the sum of squares of
di�erences between the consecutive CH values. Equations (2) and (3) need to be modi�ed accordingly:

S = [Y �T]
T

[Y �T] + � [H1�P]
T

[H1�P] =

MX
i=1

(Yi � Ti)2 + �

N�1X
j=1

(Pj+1 � Pj)2 (5)

h
JTJ + �H1TH1

i
�P = JT [Y �T] (6)

H1 =

26666664
�1 1 0 � � � 0

0 �1 1 � � � 0
...

. . .
. . .

. . .
...

0 � � � 0 �1 1

0 0 � � � 0 0

37777775 (7)

Small values of � ensure rapid minimization of the ordinary least-squares function, but could result in
large oscillations in the CH pro�le. Larger values of � reduce oscillations, but slow down the minimization
of the objective function. In this investigation, a small value of � is used initially and increased until the
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obtained estimate appears satisfactory and the degree of oscillation is reduced su�ciently. Qualitatively, a
good solution is a solution that traces through the unregularized oscillatory solution. It should be noted that
while regularization helps with obtaining a smooth solution it also smooths out sharp changes in the heating
pro�le. Therefore, for determination of turbulent transition time, solutions with low levels of regularization
are preferred. The MISP data contained very little noise; therefore, only a low level of regularization is
needed.

It should be noted that the CH estimation approach used here has some limitations. The authors
realize how other surface energy balance terms can a�ect the subsurface temperature and further analyses to
study such cases will be pursued in future work. Additionally, the slower post-peak temperature cooling rate
observed in the data can not be matched using this CH estimation approach. The recovery enthalpy becomes
negative around peak temperature time, making the convective heating term negative. In order to match
the higher post-peak temperatures, the estimator attempts to increase CH to very high values to increase
the chemical heating contribution while not signi�cantly a�ecting conduction into the TPS due to the fact
that the negative convective term also increases. In other words, TC1 temperature loses its sensitivity to
CH adjustment around the peak temperature time. Therefore in this work, inverse estimation is performed
up to the peak temperature time (� 85 seconds). Since subsurface temperature response lags the surface
heating, this approach ensures that the peak heating point is estimated.

V.B. Reconstruction Results

Figures 13 and 14 illustrate the estimation results for plug 7. TC1 temperature is plotted for both the direct
and estimated environments in Figure 13a. The blue line corresponds to estimated environments while the
red line corresponds to the surface heating based on CFD predictions. The black symbols show the 
ight
TC1 data. We can see that FIAT predictions match the data almost identically after inverse estimation of
the surface heating. TC1 temperature residuals with respect to 
ight data are shown in Figure 13b. Almost
a perfect match with the data is achieved and residuals are reduced to within 1 K after estimation.
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(b) Temperature Residuals w.r.t Flight Data

Figure 13. TC1 temperature and residual with respect to data for plug 7 reconstruction.

Figure 14 shows the inversely estimated surface heat rate pro�le compared with the direct FIAT heat
rates based on CFD nominal predictions for plug 7. As discussed before, turbulent transition happens much
earlier than CFD predictions for this plug and the estimated surface heat rate increases signi�cantly. We can
also observe that for about 10 seconds before transition, laminar heating is higher than CFD predictions.
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Figure 14. Comparison of the inversely estimated and direct FIAT heating environments for plug 7.

Comparisons of TC1 temperature pro�les and residuals are not shown for the rest of the plugs. However,
similar performances are achieved and almost a perfect match between the data and FIAT predictions
is reached in all cases through inverse estimation. Figure 15 shows the estimated surface heating pro�le
compared with the direct FIAT heating pro�le based on CFD predictions for plugs 2 and 3. We can see
that transition to turbulence happened a little before peak heating and the surface heating increased very
rapidly. In general, there is not a good agreement between the shape and magnitude of the estimated
heating pro�le and the CFD predictions at these plugs. CFD predictions were greatly conservative. Plug
3 experienced lower peak heating and slightly lower turbulent augmentation than plug 2 even though they
were in symmetric positions. This could be due to oscillations in sideslip angle or a local e�ect.
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Figure 15. Comparison of the estimated and direct FIAT heating environments for plugs 2 and 3.

Figure 16 shows the same comparison for plugs 5 and 6. Observations for plugs 2 and 3 apply similarly
to plug 6. Plug 5 remained laminar for the entire trajectory. The estimated surface heating is slightly higher
than CFD predicted values and the peak heat rate happens a little later than CFD predictions. Estimation
results for plug 1 and 4 are shown in Figure 17. Estimated heating pro�le reaches higher values compared
with the direct FIAT surface heating based on CFD predictions. Similar to plug 5, the estimated peak heat
rate happens a little later than CFD predictions. The shapes of the estimated heating pro�les are slightly
di�erent from CFD predictions. Laminar heating predictions are higher than estimated values from 30 to
60 seconds and lower after 60 seconds.

Table 3 shows a comparison of the estimated peak heat rates (inverse) and FIAT peak heat rates based
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Figure 16. Comparison of the estimated and direct FIAT heating environments for plugs 5 and 6.
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Figure 17. Comparison of the estimated and direct FIAT heating environments for plugs 1 and 4.

on CFD predictions (direct) for all plugs. Surface heating at plug 7 was much higher than expected, while
plugs 2, 3 and 6 were lower than predictions. The plugs that remained laminar (1, 4, and 5) had a slightly
higher estimated heating than expected. It should be noted again that the surface heat rates provided here
are based on FIAT calculations and there is a fundamental di�erence between FIAT heat rates and CFD heat
rates due to the blowing correction and di�erent surface energy balance approaches used. This should be
taken into account while comparing these reported numbers with CFD heat rates. The comparisons between
CFD and FIAT heat rates presented in the \Direct Analysis" section provide an indication of the range of
di�erences to be expected (see Figures 6 and 7).

Table 3. Inversely estimated peak heat rates compared with direct FIAT heat rates based on CFD predictions.

Peak Heat Rate (W=cm2) Plug 1 Plug 2 Plug 3 Plug 4 Plug 5 Plug 6 Plug 7

Direct 23.4 81.4 81.4 20.0 34.2 71.1 28.9

Inverse 28.1 73.1 63.2 26.0 37.0 54.0 54.9

Table 4 shows the turbulent transition times derived from the estimated heating pro�les. Due to the
lagged nature of heat transfer, these times are about 1 second earlier than the times derived from the
subsurface temperature rate pro�le shown earlier. These values are compared with pre-
ight transition
predictions based on a momentum thickness Reynolds number threshold of 250. As mentioned before,
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turbulent transition was probably induced by roughness and moved very quickly across all the plugs.

Table 4. Inversely estimated transition times compared with CFD predictions based on Re� = 250.

Time after Entry (s) Plug 2 Plug 3 Plug 6 Plug 7

Direct (Re� = 250) 56 56 58 70

Inverse 64 63 65 65

Table 5 shows the surface heating augmentation calculated based on the comparison of estimated heat
rates over a two-second period after transition. We can see that plugs 2 and 3 experienced the highest
augmentation followed by plugs 6 and 7. This trend is expected as the distance from the stagnation point
increases from plug 7 located at the apex region to plugs 2 and 3 at the shoulder. Note that these numbers
should not be directly compared with turbulent heating augmentation values derived based on comparison
of predicted laminar and turbulent heatings at a given time. These ratios are calculated over a two-second
time period and they are a�ected by the rising nature of heat rate over the two-second period.

Table 5. Turbulent heating augmentation over a two-second period derived from estimated surface heating pro�le.

Plug 2 Plug3 Plug 6 Plug 7

Heat rate at transition time (W=cm2) 13.3 12.0 13.1 21.2

Heat rate at 2 seconds after transition time (W=cm2) 73.1 63.2 51.0 54.7

Heating augmentation (ratio) 5.50 5.27 3.89 2.58

As a �nal note, the reader should remember that the surface heating reconstruction approach used here
was based on the estimation of CH pro�le while keeping other parameters constant and using nominal FIAT
models in the calculations. The estimation results do not resolve structural uncertainties in these models.
In future work, the e�ect of these uncertainties on the surface heating estimation results will be explored.
As an example, it is believed that the equilibrium gas/surface interaction models used in FIAT overpredict
recession at low heat rates. Unfortunately today, no validated comprehensive �nite-rate model exists for
PICA in a CO2 environment. Furthermore, �nite rate models are computationally expensive and require the
identi�cation of reaction rates; therefore, application of inverse methods to these models remains a challenge.
The authors are currently in the process of developing approximate techniques to enable estimation of surface
heating using FIAT while specifying a pre-de�ned recession pro�le. This will allow us to explore di�erent
limiting cases of recession and estimate surface heating for those cases.

VI. Conclusions

The MSL thermocouple 
ight data were presented in this paper. The vehicle’s aeroheating environment
was predicted using the CFD code DPLR and the heatshield temperature at the thermocouple locations
was calculated at all MISP plugs using FIAT based on these CFD environments. These model predictions
were compared with the 
ight data. In addition to this direct analysis, the time-dependent surface heating
pro�les at all plugs were estimated from 
ight thermocouple data using inverse estimation methods. A close
agreement between the model predictions and TC1 
ight data was achieved through inverse estimation of
the surface heating at all seven plugs.

Turbulent transition at the heatshield shoulder (plugs 2 and 3) happened later than the smooth wall CFD
predictions (based on a momentum thickness Reynolds number threshold of 250) and moved rapidly to plugs
6 and 7. This is indicative of a roughness-induced transition. Due to the late turbulent transition, plugs 2,
3 and 6 experienced lower than expected peak heating rates and thermocouple temperatures did not reach
the levels predicted by computational models for these plugs. Plugs 1, 4 and 5 remained laminar throughout
the entire trajectory and experienced slightly higher peak heating than expected. Possible reasons include
lower surface emissivity because of Silica 
ow on the plugs or radiative heating. Plug 7 experienced higher
than expected laminar heating and became turbulent earlier than CFD model predictions. For this reason,
the 
ight temperature data for this plug reached much higher levels than model predictions. It was also
observed that the 
ight TC1 temperature cooled down at a slower rate than model predictions for all plugs.
In the inverse analysis, we were not able to match this trend using the CH estimation approach. Additional
analyses will be performed to investigate this behavior further. A TC driver analysis was also performed using
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the measurements from TC1 as true boundary conditions and it was observed that FIAT TC2 predictions
matched the 
ight data well while some di�erences existed in the deeper thermocouples.
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